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CURRENT STATE

BI/DW CHALLENGES
* Batch oriented, inflexible, high latency
= Brittle & labor intensive
= Performance & scalability challenged
» Aggregated, silo’d, structured data

BUSINESS
CHALLENGES

* Rigid architecture im|
immediately available

Big Data concepts by Willam Schmarzo
Visualization concept by Mark A. Lawson and Glenn Stenhander
© EMC Corp. Created by The Grove Consultants International
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FUTURE STATE

« Big Data analytics continuously drive business innovations
= Real-time insights optimize operations and boost profits

* Unprecedentad customer insights improve products and
user experience
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As of 2011, the global size of By 2014, it's anticipated

40 ZETTABYTES i's estimated that data in healthcare was there will be

e p— 2.5 QUINTILLION BYTES T S st ¥ILION

of data will be created by [ 2.3 TRILLION GIGABYTES ] e 150 EXABYTES WEARABLE, WIRELESS
2020, an increase of 300 of data are created each day [ 161 BILLION GIGABYTES ] HEALTH MONITORS

times from 2005

4 BILLION+
HOURS OF VIDEO

are watched on
YouTube each month

You
You
‘

FOURV’s
of Big
Data

=
=

6 BILLION
PEOPLE

have cell
phones

30 BILLION o ‘q
From traffic patterns and music downloads to web P|ECES UF CONTENT
history and medical records, data is recorded, are shared on Facebook

stored, and analyzed to enable the technology every month

mosﬁ ;:szaa,ﬂlee:s;n the and services that the world relies on every day. 40[] MILL'UN TWEETS
o But what exactly is big data, and how can these

A are sent per day by about 200
100 TERABYTES massive amounts of data be used? million monthly active users
[ 100,000 GIGABYTES ]

of data stored As a leader in the sector, IBM data scientists
break big data into four dimensions: Volume,
Velocity, Variety and Veracity

WORLD POPULATION: 7 BILLION

Modern cars have close to Poor data quality costs the US

economy around

$3.1 TRILLION A YEAR
O

The New York Stock Exchange
captures

1TB OF TRADE
INFORMATION

during each trading session

Depending on the industry and organization, big
100 SENSORS data encompasses information from multiple
that monitor items such as internal and external sources such as transactions,
fuel level and tire pressure social media, enterprise content, sensors and
mobile devices. Companies can leverage data to
adapt their products and services to better meet
customer needs, optimize operations and
infrastructure, and find new sources of revenue.

don’t trust the information
they use to make decisions

Velocity

ANALYSIS OF 4.4 MILLION IT JOBS ,
STREAMING DATA TS oo R e DS

By 2015

Veracity

UNCERTAINTY
OF DATA

in one survey were unsure of
how much of their data was
inaccurate

By 2016, it is projected
there will be

18.9 BILLION
NETWORK
CONNECTIONS

YYyYyYyYyYyYyYyYyYyYyyyvyy
et TTTTTTTTITT

Sources: McKinsey Global Institute, Twitter, Cisco, Gartner, EMC, SAS, IBM, MEPTEC, QAS
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malulagarsudssuiana Big Data

1) nangALMn (NQuNly¥ Hadoop Haz WHHNAS )

sruumMssamns el ludnazadamed Khawazas
Gll’e'JiJa’EJfJNi’Jmﬁ’JWJfJ’Jﬁ MapReduce (Map ttazReduce) 5211
AOUANND T 025995 IHIIUVBS Hadoop Y Lﬂuﬂammmuu
GIHfJGUHMmﬂ‘VimEJG] mﬁawwmaﬂmﬂm@mmmﬂiwm
ADIFOUNUNIUTZULIAT YUY (Local Area Network) 13 01AT 0918
sv82 1na (Wide Area Network)

NoSQL In-Memory Searc!
Query Random Indexing

Hive
Impala

Interactive
Notebooks

iPython = ) rﬁ: \f

Data Access Engines

Dataflow
Flume | Sqoop
Kafka §g Distributed Data Storage / Management
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2) 3xUUG1uTaNaN 311597141 SQL (NoSQL Database)

ﬁzwgmﬁﬁ’ayaﬁ‘laﬂ%’mm SQL finnmamnsoisiaea aunso
7995 UTDYalLUSemi-Structured 118 Unstructured 18 5945UM13
¥e18i2 1111510 (Horizontal Scaling) Hadroandonuanilnonssu
194 Hadoop #10819NAAR AN NoSQL Database Miilufition
laun Cassandra, CouchBase, HBase,

) mongo

Opensource Database
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3) Data Visualization Tools
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4) NQN Analytic Database
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Computing)
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RIEN Wammmiuﬂqumﬁlm Aster Data (Teradata), Exadata

O

(Oracle), Greenplum (EMC) Netezza (IBM),




DATA WAREHOUSE

structured, processed

schema-on-write

hierarchically archived

less agile, fixed
configuration

mature

business professionals

VS.

DATA

PROCESSING

STORAGE

AGILITY

SECURITY

USERS

DATA LAKE

structured / semi-
structured / unstructured,
raw

schema-on-read

object-based, no
hierarchy

highly agile, configure and
reconfigure as needed

maturing

data scientists et. al.




Data Analytics

A
What will
1 Predictive
Why did it :
happen? Analytics
5 Diagnostic
= What .
8|  happened? Analytics

Descriptive
Analytics

How can we
make it happen?

Prescriptive

d
M3)¥ Big Data 1 nszs
Lo.oA vy AN 1A Ty
1. Descriptive ABM5UBN I Voyaiidlog ozlseding
LA "y o d A o vy
2. Predictive A@N15UBNIN Yoyatiu axnsamamsat vse e ozlslatng

A a d o
3. Prescriptive A9 910NaN134AIZHVIYA 2z VBN 1512390215114
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Difficulty

Gartner

Copyright @ 2014 HDC.
All rights reserved.



Traditional Analytics (Bl) JR':3 Big Data Analytics

Focus on

and why? More accurate answers

9 ) A X
Al lmi/deyaizedn
ANFALTYNFBININTL

» Descriptive analytics o Predictive analytics
+ Diagnosis analytics i + Data Science
» Limited data sets | + Large scale data sets
Data Sets » Cleansed data | + More types of data
» Simple models ! + Raw data
: + Complex data models
Supports Causation: what happened, « Correlation: new insight

awnq VS anuduiug




The Differences

Hortonworks offers Apache
Foundation certified software

Hortonworks Embeds Hadoop
into existing data platforms

HDP a Native component

No Proprietary Software

Open Source License

Cloudera

Cloudera sells Commercial
software

Cloudera Embeds with other
commercial software providers

Cloudera CDH is Not a native
component

Proprietary Software

Commercial License




Consistent
Security &
Governance

Apache
Ranger

Apache
KNOX

Apache
Atlas

- -,
’ .

--------------------------

--------------------------

: R~

; Engines

E Real-Time Machine I.emg Stream Operational
' | Database Deep Learning m Processing Data Store
| HIVE Apache Apache Apache

| LLAP Zepplelin Kafka Phoenix

! TensorFlow

! Tech Preview

' Druid Apache Apache Apache
e Spark Storm HBASE

E YARN YARN g YARN g

On-Premises

Data Storage
(HDFS)

ON-PREMISES

Cloud Storage
(S3, ADLS, WASB, GCS)

Large, Shared Workloads, Multi-Tenant Clusters

e PR

HORTONWORKS®

Web Apps

HDP Services

Bring your
own

Data Operating System

(YARN)

CPU/GPU/Memory (O

& nvern —=> a & wun = a

--------------------------------------------------------------------------------------------------------

Operations
&
Orchestration

Ambari

Cloudbreak

------------------------------

CS e emm------



@)\ Ambari  Sandbox G 1 sler

© HDFS (1]
@ MapReduce2
@ YARN

8 Tez

@ Hive

& HBase

0 Pig

0 Sqoop

@ Oozie

@ ZooKeeper

@ Falcon

Storm

@ Flume

@ Ambari Metrics
@ Atlas

B Kafka

B Knox

0 Slider

@ Spark

Actions ¥

Summary Configs

Summary

Hortonworks Manager

NiFi server @ Started

Metrics

FlowFiles Received Last
5 mins

.

MBs Queued

JVM Heap Used (MBs)

360.26

Dashboard

Services

Hosts 1 Alerts

MBs Received Last 5 FlowFiles Sent Last 5 MBs Sent Last 5 mins
mins mins

1
MBs Read Last 5 mins MBs Written Last 5 mins Active Threads

2
10
5

5 1

JVM Heap Usage JVM File Descriptor Thread Count

™%

Usage

-

86

Service Actions v

Actions ¥ Last 1 hour ~

FlowFiles Queued

20
10

Total Task Duration
Seconds

10B
5B

Daemon Thread Count

22



Interactive
Notebooks

iPython
Zeppelin

Operations

Management
Security

Management

ambar GOEHG

Security

Ranger
KNOX

Dataflow

Flume | Sqoop
Kafka §g
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Distributed
Processing
Framework

Cloudera Hadoop

Scripting saL NoSQL In-Memory Search Stream Othere
ETL Query Random Data Indexing Realtime Oracte s
Access Processing + search processing Connector for
Hive Hor
Pig Impala HBase Spark Solr Storm HCatalog
Mahout
( Giraph
ﬁ & f riHsEAn, | | Spaik’ Solr”? SToRM~ | | Cassandra
Hadoop MapReduce Spark / Tez Slider

Hadoop YARN

+ Hadoop Common

(i

HDFS Alternatives —
1BM GPFS, Amazon
53, NetApp, ...

Hadoop HDFS

Distributed Data Storage / Management




Hadoop v2 (YARN)

HADOOP 1.0 HADOOP 2.0

MapReduce u Others

(data processing) (data processing)

MapReduce J =
(Cluster resource maﬂagement YARN

& data processing) (cluster resource management)




YARN (Hadoop OS)

OTHER
(Search)
(Weave...)

ONLINE STREAMING IN-MEMORY HPC MPI
(Storm, S4,...) (Spark) (OpenMPI)

YARN (Cluster Resource Management)

HDFS2 (Redundant, Reliable Storage)




Cloudera Manager

cloudera Clusters Hosts Diagnostics Audits Charts Backup Administration " Search (Hotkey: /) Support~  admin
Home 30 minutes preceding November 3, 2015, 1:44 PM PST |
Status All Health Issues Configuration -~ = ~ All Recent Commands Add Cluster
@ Cluster 1 (CDH 5.5.0, Package - Charts 30m 1h 2h 6h 12h 1d 7d 30d &~
® :=Hosts Cluster CPU Cluster Disk 10 '
® © FLUME-1 - e
® K HBASE-1 - ‘ 488K/ !
® B HDFS-1 ~ ' EOE - - L e e R ,
- —y — ’ f
D * HIVE-1 v = Cluster 1, Total Disk... 0 Cluster 1, Tot 297K/s
® @) HUE-1 = mCluster 1 2.4% w==Cluster2 1.6% = Cluster 2, Tot... 68.3b/s Cluster 2, Total ... 99K/s
|
\ & -
® ' IMPALA-1 Cluster Network 10 HDFS 10 |
® & KAFKA-1 = |
® % KS_INDEXER-1 - o 20b/s | | |
’ | e _—r-/\‘w——" e — —— '
® & KuDuU-1 - ‘ l
0 0} w |
® ¥ MAPREDUCE-1 - 1:1 1:1¢
|
= Cluster 1, Tot... 25.3K/s Cluster 1, Tot... 23.6K/s = HDFS-1, Total B... 1b/s HDFS-1, Total ... 2.8b/s |
® @ OOZIE-1 h w Cluster 2, Tot... 19.2K/s Cluster 2, Tot... 23.3K/s = HDFS-2, Total B... 1b/s HDFS-2, Total ... 2.8b/s
® [%SOLR-1 - [
® 1 SPARK_ON_YA Running MapReduce Jobs Completed Impala Queries
® @ sQOOoP-1 -
® @ SQOOP_CLIENT-1 - 2 !
® I YARN-1 = : |
® i ZOOKEEPER-1 =\ | | e o | | 0 e e

= MAPREDUCE-1 0 =MAPREDUCE-2 0 = [MPALA-1 0 =IMPALA-2 0 |
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" The usefull information is power"

Health Data Center in Health 4.0

HDC on Cloud AXIS
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L : nequest
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End Point
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@

MHS&
= MySQL
= MySQL Cluster
o
2016

DAE : SQL Query = Hive 1.0
DPF : Hadoop Yarn, MapReduce
System : Hadoop HDFS

Data Volumn 7,500,000,000 record

DAE: Data Access Engines

DPF: Distributed Processing Framework

HDC Big Data Time line

~. cloudera _
’@hadggp DAE : SQL Query = Hive2.0,Impala

DAE : SQL Query = Hive 1.0 DPF : Hadoop Yarn, Spark

DPF : Hadoop Yarn, MapReduce System : Hadoop HDFS

System : Hadoop HDFS Security : LDAP & Apache Sentry
Security : LDAP & Apache Sentry & Kerberos

& Kerberos API Integration : Vertica API
Cluster2 Cluster3
2017 2019
o
2018
Cluster3

DAE : SQL Query = Hive2.0,Impala
DPF : Hadoop Yarn, Spark
MapReduce System : Hadoop HDFS

Security : LDAP & Apache Sentry

& Kerberos

~.cloydera
Data Volumn 18,000,000,000 record ’;@hadagp

~. cloudera
’@hadaap



Hadoop Data Import and Stored

| Q > cloudera
: =/al/ala z’g]

HDC on Cloud 76
Site

[ w— 0| [\
DB hdc_text !
c_tlex ‘ DB hdc
Cluster1 Stored as parquet files "
C text dat . . : cloudera
stored as Text Files Opy faw text data Cluster3 (with gzip compression) Cluster3 lMpeALA
[\ [ w— 0 |
| — 0 |
[ m— 0 |
Spark2 Application Cluster3
—
>
| — |
Cluster2

Stored as Text Files



Hadoop Security Process

mﬂrBIG

Kerberos

|

Cloudera Hadoop
1 . =
.

Yarn

AT

Apache Sentry

Authentication
(Policy)

o

LDAP Server

I Authentication

Sentry Client “ H’Ue

The Hadoop Ul

MOPH& -8

e Brokerf“




Vertica Data Import and Stored

Data Correct

“" | Health Score:

v_moph_node0002
387371 MB
11100

& 1724642047

CPU count:
Health Score:
Host name:
Fault groups:

P:
etht:
eth2 :
Name: v_moph_node0003
Status: upP
Total mem: unknown
CPU count: unknown
Health Score: 11100
P:
eth3:
eth2:
Name: v_moph_node0001
Status: uP
Total mem: 387370 MB
-1 CPUcount: 56
Health Score: 11100




& HDC Big Data

ETL /ELT HDC Big data

HDC on Cloud

Visualize Tools / BI Tools
/AnalyticTools

“stalend

d
(1)

/
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/

U

Linux A
"' SHELL

usiness intelligence

®pentano




ETL/ELT HDC Big data

Visualize Tools / BI Tools
/AnalyticTools

HDC on Cloud

@pentaho

HDC Big Data

Risk/Spacial PP

Place




. I HDC ANALYTICS
VERTIC)

User
Define
Function

= (el . ol

. Query

age in years
decode se_1n_y Technic
Window partition

c ANALYTICS
roup  window order



HP Vertica

v

HDC on Cloud 76 SiteJ

v

Cloudera Hadoop
Cluster 1

Cloudera Hadoop
Cluster 2

Cloudera Hadoop
Cluster 3

..

Phase 1

Phase 2

B
forr )-8

QlikView




HDC Big data architecture : managing Data Lifecycle

Ingest Store

HDC on Cloud 76 Site |=——p

s Cloudera Hadoop
= HIVE

Cluster 1
R =
— End Point
v:, Cloudera Hadoop T '
I Cluster 2 t#+ableau

A
\ 4

The Hadoop Ul

A

} ~ Cloudera Hadoop
clovgRE Cluster 3 —

[Option] ) a@ue
ion F - The Hadoop Ul
- f ————— 9 C -
= Q /) ' (\—) l !
- o
-~ 01
o
HP Vertica Hadoop
Tier Storage A 8
g / [Data Mart] &+ Brokercs
|+ 8

[Vertica 10 TB with External data add on License]



) Y v . .
NMANATNUIIN Big Data Liag Analytic

Q/

59N Big Data 910 HDC

= o YR .
’JﬁﬂTfl'ﬂqchﬂQfﬂqﬂﬁﬁJqﬂ Big Data :

Big Data management and Analytic




* Big data/Data lake/ Data
Mind set warehouse/Data Mart
e Query/Analytic

e Partition / Docker
Technic/Technology e Explain Query
e Front end / Connector

Y o X R Y
ARIAINID992 1510192

e Data dictionary/Data Structure/
Data Definition

. ~ * Relation
NOHILU Big data

e SSL
e Tunnel
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 Monitor / Maintenance

» Help desk

5 91945200

« Preparation (ETL) [Cleansing, Mart]
* Query/ Analytic

 Visualize




A Computer

( Master Node

Hadoop —

Single Node Cluster

Resource
Manager

* Docker ;

\

Secondary
Name Node Name No

|

o ——

)

Slave Node

J

S~

Node
Manager

-




Vertica Cluster

| Node 1 | Mode 2 | Node 3

HP vertica

Single node

 Docker
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